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Biology Is interconnected
O B

=§ Neurological
8 Small disease
' compound -
Protein g ' —_ Electronic
Health
R~ ‘ / \ o Records
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A@ OC1=NC=NC2=C1C=NN2
o \ Noncoding RNA The effects of drugs are not limited to the
g molecules to which they directly bind in the

body. Instead, these effects spread throughout
biological networks in which they act.
Therefore, the effect of a drug on a disease is

inherently a network phenomenon
Graph Representation Learning for Biomedicine, Nature Biomedical Engineering (in press), 2022, arXiv:2104.04883 5
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Graph representation learning realizes key
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| 5% 2 day |/ M7 topological maps, similarity metrics
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: B Cellular components associated with a specific disease
| (phenotype) show a tendency to cluster in the same

: network neighborhood

|
|Pre
I : 44

B Deep graph representation learning methods are well-
suited for the analysis of biological networks

Graph ®
- | representation | =————> 00 ."
learning

Graph Representation Learning for Biomedicine, Nature Biomedical Engineering (in press), 2022, arXiv:2104.04883
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Thls Tutona\

. Methods: Network diffusion, shallow

network embeddings, graph neural
networks, equivariant neural networks

. Applications: Fundamental biological

discoveries and precision medicine

. Hands-on exercises: Demos,

implementation details, tools, and tips
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Graph representation learning tasks

= Node-level

= Characteristics of a given
node

= Edge-level

= \Whether or how two
nodes are connected

= Subgraph-level

= How clusters of nodes
interact with each other
and the rest of the graph

= Graph-level

= Similarity of graph to
other graphs

Graph Representation Learning for Biomedicine, Nature Biomedical Engineering (in press), 2022, arXiv:2104.04883
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Graph representation learning tasks

= Node-level

= Characteristics of a given
node

Graph Representation Learning for Biomedicine, Nature Biomedical Engineering (in press), 2022, arXiv:2104.04883
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Node classification: Example

Classifying the
function of
proteins in the
Interactomel!

Image from Ganapathiraju et al.

CSMD1 e ©
LY

° ° %o e
& ¥ e %0 ....o. SOX2-07 & .
i ® o i . opYD oCLEN3 A= .
o N
*pPPIR1GB® = L34 %CHrNA Mz
.l. e o 4 BCLIB tene o 4@
\ NLGN4X ojp/2e \d CHRNAS o ®
- o ETF1 4 Higel SHmT2® @ A
o oA A _® . °
e DRD4 Te s GALNT10
o B i ®
A Sauses A = g™
- . 8. * ‘? ° eRGS4® o o
-c%: YP2681 % = o® o IGSF9B Cenem
L > L ] °® 1) * A & ©°
L .%RlNzA a 5 o..' cg; 2 NR‘G -3 .D*; g ° £ -

o A 9eDROIy RDZ 5 o0 % oe® TSNARE1 ®
a0 o GPMEA FES Te . 2% ° y MPPG A MIR137HG
o2NFg0dA - a®. % 2TA o K p © y! o e A ®
., o P R L Ll S T RS S . . o« o

. \ s Moy me NRGTes sTAde IMMPZL
¢ Pl 8 P .4 A $opt
NOTCHY | 8 a/RK2%0ccacs ® L o APO¥
Erl2A ° °
e 1 A DTNEP]
°® o0 A0:% cons gL SATB2 e 22X <
o ® CNTN4 0. 9.0 " s A T aa 6® ° 4 comT * ©
i ATe2A2 ® PAKE [ L 8 PREOTS & Jog® eve® SoNee & 1M1 zppkcs
‘ &z & % A_a% wPHOSPHY e SNAP91 °°° f et
Ao os a7 77, se® “GRM3 e At %o ° ¥ Q&
7 A = SECEA: * e o .
- * ! : L o b °
74 sy g NAB2e PLCH2e
° ° iR CACNAIC & ADAMTSL3
MAN2A1 PRRGZ [ ey Nt A o o
° a ° o
P . TCF20 AMBRA1 Se v
= oq Ve A Yers * o Aot o oim
miHel Vg . % o °e
2 GIG‘VFZ - su‘cs DXJ ® 3 = MAD1L1 : A °
°. 92 . s 3 e NS GIDs
L) o% e - - CACNA1I o
b o0 ° A ° ° Ao
i o 3 Ay . ZNF536 e
RERE NFATC3 o%  cacne2 A C100rf32
*o A ® %orupre A . o Ao
KDM3B B A e
° ) e TMTCH o
p o A % o—* e o : < vwd
Vi, oo 0ee® ” A
o
2016. Schizophrenia interactome with 504 novel protein—protein interactions. Nature. .



https://www.nature.com/articles/npjschz201612?WT.feed_name=subjects_neuroscience
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Graph representation learning tasks

= Edge-level

= \Whether or how two
nodes are connected

Graph Representation Learning for Biomedicine, Nature Biomedical Engineering (in press), 2022, arXiv:2104.04883
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Link prediction: Example

Drugs Diseases

N
Predicting ¢ ~ — {2
which ¢ 2
diseases a ?<
new molecule ¢ 5 Q

might treat! = \ o

— “Treats” relationship

? | Unknown drug-disease relationship

Image from: Zitnik et al. 2020. Network-based discovery of drug indications.
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Graph representation learning tasks

= Subgraph-level

= How clusters of nodes
interact with each other
and the rest of the graph

Graph Representation Learning for Biomedicine, Nature Biomedical Engineering (in press), 2022, arXiv:2104.04883
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Subgraph classification: Example
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Graph representation learning tasks

= Graph-level "O\QO;O\E) a5 '\./.\g
= Similarity of graph to ’0) 30 arepn o—©
?CS ‘)b RL C{%

other graphs

Graph Representation Learning for Biomedicine, Nature Biomedical Engineering (in press), 2022, arXiv:2104.04883
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Graph classification: Example

Tree decomposition
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Image from: Jin et al. 2018. Junction Tree Variational Autoencoder for Molecular Graph Generation. /CMVIL.
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Predictive modeling lifecycle

(Supervised) Machine learning lifecycle: This
feature, that feature. Every single timel!

Raw Structured Learning
LData | ‘ Data Algorithm | ‘ MOde']
/ < >
' Downstream
EMQ prediction task

Automatically
learn features
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Feature learning In graphs

Goal: Efficient task-independent feature
learning for machine learning in networks!

nOde vector
— I
frfu-R N y,
~
]Rd

Feature representation,
embedding
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Emlbedding nodes

Intuition: Map nodes to embeddings such that
similar nodes in graph are embedded close by

Input

Disease similarity network 2D node embeddings

How to learn mapping function f7?
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a Graph theoretic techniques b Random walks and diffusion ¢ Persistent homology

Predominant graph learning paradigms
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Time for a poll question about...

GRAPH MACHINE
L EARNING TASKS

1. Which of the following is an example of a node-
level task? Multiple choice

2. Which of the following is an example of a graph-
level task? Multiple choice

Towards Precision Medicine with Graph Representation Learning - bit.ly/biomedicalgml - ISMB 2022



Poll Question

Which of the following is an example of a node-level
task”? Multiple choice

1.

2.

Identifying a collection of disease proteins in the
interactome

Predicting which diseases a new molecule
might treat

Designing new small molecule compounds to
treat a disease

Classifying the function of proteins in the
iInteractome



Poll Question

Which of the following is an example of a node-level
task”? Multiple choice

1.

2.

Identifying a collection of disease proteins in the
interactome

Predicting which diseases a new molecule
might treat

Designing new small molecule compounds to
treat a disease

Classifying the function of proteins in the
Interactome



Poll Question

Which of the following is an example of a graph-level
task”? Multiple choice

1. ldentifying a collection of disease proteins in the
interactome

2. Predicting which diseases a new molecule
might treat

3. Designing new small molecule compounds to
treat a disease

4. Classifying the function of proteins in the
Interactome



Poll Question

Which of the following is an example of a graph-level
task”? Multiple choice

1. ldentifying a collection of disease proteins in the
interactome

2. Predicting which diseases a new molecule
might treat

3. Designing new small molecule compounds to
treat a disease

4. Classifying the function of proteins in the
Interactome
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Predominant graph learning paradigms

______q

a Graph theoretic techniques b Random walks and diffusion c Persistent homology
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Random walks and diffusion

= Nodes in a graph influence each other along paths
= Diffusion measures these spreads of influences

Red: Target node

k = 1: 1-hop neighbors
k = 2: 2-hop neighbors
k = 3: 3-hop neighbors

= |ntuition
= Capture the local connectivity patterns for each node

= Define node similarity function based on higher-order
neighborhoods

25
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Random walks and diffusion

Method: Diffusion state distance (DSD)

= Simulate random walks from source node u

= Count the number of random walks of length k that start at
u and visit a destination node v

Node representation: Each node u has vector ¢, that
represents its influence on its k-hop neighborhooa

Diffusion profile
fornodeLJ

—\Ij

Nodes

Comparison: Calculate whether nodes u and v have
similar local connectivity by DSD(u, v) = || ,- &, ||,

Graph Representation Learning for Biomedicine, Nature Biomedical Engineering (in press), 2022, arXiv:2104.04883
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Application: ldentify disease pathways

= Pathway: Subnetwork
of interacting proteins g%

associated with a
disease

@ Known (seed) disease protein

Disease

Disease protein
discovery

Lung carcinoma
pathway.

MSH

RADS51

@ Predicted disease protein
Predicted protein-disease association

Disease

O Protein

@ Disease protein

== Protein-protein interaction
Protein-disease association
Pathway component

Large-scale analysis of disease pathways in the human interactome, Pacific Symposium on Biocomputing, 2018 .
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Dlsease pathvvay dataset

@ Predicted dis
Predic tdp otei d assomation

/ O Protein

@ Disease protein

== Protein-protein interaction
discovery Protein-disease association
Pathway component

= Protein-protein interaction (PPI) network culled from
15 knowledge databases:

= 350k physical interactions

= Examples: metabolic enzyme-coupled interactions, signaling
interactions, protein complexes

= All protein-coding human genes (21Kk)
» Protein-disease associations
= 21k associations split among 519 diseases

= Multi-label node classification

= Every node (i.e. protein) can have O, 1, or more labels (i.e.
disease associations)

Large-scale analysis of disease pathways in the human interactome, Pacific Symposium on Biocomputing, 2018

28



Towards Precision Medicine with Graph Representation Learning - bit.ly/biomedicalgml - ISMB 2022

Experlmenta\ setup

@ Predicted dis p
Predicted protei d assomano
Disease Disease
/ O Protein
é / @ Disease protein
Disease protein —_— Prote!n-proteln mteracFlo.n
discovery Protein-disease association

Pathway component

= Two main stages:

1.

Take the PPI network and use DSD to compute a
vector representation for every node

For each disease, fit a logistic regression classifier

that predicts disease proteins based on the vector
representations:

= Train the classifier using training proteins

= Predict disease proteins in the test set (i.e. the probability that

a particular protein is associated with the disease)

Large-scale analysis of disease pathways in the human interactome, Pacific Symposium on Biocomputing, 2018
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Time for a poll question about...

RANDOM WALKS &
DIFFUSION

1. Which of the following describes how random
walks can be used to generate representations
of nodes? Multiple choice

Towards Precision Medicine with Graph Representation Learning - bit.ly/biomedicalgml - ISMB 2022



Poll Question

Which of the following describes how random walks
can be used to generate representations of nodes”?

Multiple choice

Each element (denoted by v, corresponding to
node v) of the embedding for node u represents
the between u and V.

1. ...number of hops...
2. ...connection...

3. ...collaboration...
4. ...Influence...
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Predominant graph learning paradigms

______q

a Graph theoretic techniques b Random walks and diffusion ¢ Persistent homology
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Graph Representation Learning for Biomedicine, Nature Biomedical Engineering (in press), 2022, arXiv:2104.04883
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Shallow network embeddings

= |ntuition: Map nodes to d-dimensional
embeddings such that similar nodes in the graph

are embedded close together

= Assume we have a graph G:

= V is the vertex set
= A is the adjacency matrix (assume binary)
= No node features or extra information is used!

Disease similarity 2-dimensional node
network embeddings

34
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Shallow network embeddings

= (Goal: Similarity in the embedding space approximates similarity
In the network

* Three main stages:

1. Given a pair of nodes u, v in network G, obtain function f to map
these nodes to an embedding space to generate h, and h,
2. Define network similarity f.(u,v) and embedding similarity 7,(h,, h,)

3. Define loss | to measure whether embedding preserves distance in
original graph, and optimize by minimizing the loss

f Embedding
—————————————————— lookup ] ]
,,,,,,,,, Embedding
- “.h, Space
f __f_ _____ * Node u Dot product
M- T __hTh
””””” " fz vitu
ol L. ° Node v |
minimize hv
l(fz(hm hv)a fn(u7 U))
Embedding | | |
look
@I||||@||||| ookup
h, h,

Graph Representation Learning for Biomedicine, Nature Biomedical Engineering (in press), 2022, arXiv:2104.04883 -
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Shallow network embeddings

= Summary:
= One-layer of data transformation
Embedding

= A single hidden layer maps node u to ookup
embedding h,, via function f

= [ imitations:
= O(V|) parameters are needed: Node u |

= No sharing of parameters between 0 hyhy

nodes Node v |
= Every node has its own unique
embedding

» |nherently “transductive”

= Cannot generate embeddings for Embedding
nodes not seen during training lookup

» Do not incorporate node features

= Many graphs have features that we
can and should leverage

Dot product

36
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Application: Predict protein interactions

= Human PPl network;

=  Experimentally validated physical
protein-protein interactions (BioGRID)

= Link prediction: Given two proteins,
predict probability that they interact

RAD51 DMCA1

How to address tasks involving pairs of nodes (e.g., link
prediction)?
= Given u and v, define an operator g that generates an
embedding for pair (u, v):
h(u,v) =g(u,v)

= Examples of choices for g

Scoring node pairs Definition

(a) Average [z, Bz, = w
(b) Hadamard [Z, [ 2y = 24, (7) * 2, (1)
(c) Weighted-L1 |Zo, « 20|75 = |20 (2) — 24, (7)]
(d) Weighted-L2 qu ) Zv”?i = |Zu(2) — 2y (Z)|2

37



Towards Precision Medicine with Graph Representation Learning - bit.ly/biomedicalgml - ISMB 2022

= We are given a PP| network with a certain fraction of
edges removed:
= Remove about 50% of edges

= Randomly sample an equal number of node pairs that have no
edge connecting them

= Explicitly removed edges and non-existent (or false) edges form a
balanced test data set
= [wo main stages:
1. Learn an embedding for every node in the filtered PPl network

2. Predict a score for every protein pair in the test set based on
the embeddings

38
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Time for a poll question about...

SHALLOW NETWORK
EMBEDDINGS

1. Which of the following are true about shallow
network embeddings”? Select many

Towards Precision Medicine with Graph Representation Learning - bit.ly/biomedicalgml - ISMB 2022



Poll Question

Which of the following are true about shallow network
embeddings”? Select many

1. Similarity in the embedding space
approximates similarity in the network

2. Requires feature engineering
3. Requires a network similarity metric
4, Requires an embedding similarity metric
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approximates similarity in the network
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3. Requires a network similarity metric
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Predominant graph learning paradigms

a Graph theoretic techniques b Random walks and diffusion ¢ Persistent homology
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Graph neural networks

» Encoder: Multiple layers of nonlinear transformation of
graph structure

Graph Regularization, Graph

convolutions e.g., dropout convolutions

)
6®
éo

Activation
function
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Convolutional networks

= |et’s start with convolutional networks on an image:

Feature maps

Convolutions Subsampling Convolutions Subsampling  Fully connected

= Single convolutional network with a 3x3 filter:

o :E

Image Graph
= Transform information (or messages) from the neighbors and
combine them: »;; W; h;

O—0O
DSBS
oo

44
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Real world graphs

But what if your graphs ook like this?

Symptoms

N
ARS

Gene interaction network Disease pathways Biomedical knowledge graphs

Examples:

= Biological or medical networks
= Social networks

= |nformation networks

= Knowledge graphs

= Communication networks

= Web graphs

45
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Naive approach

= Join adjacency matrix and features
* Feed them into a deep neural network:

hidden layer 1  hidden layer 2

input layer

hidden layer 3

N\
A B C D E Feat — " Na—
Al o1 1 1 o0 1 0 NS0 @
® Bl|1 o o 1 1 00
‘ "3 cl 1 o o 1 o 0 1 I ; -
© D| 1 1 1 0 1 1 1 g 2SN
E|l o0 1 0 1 0 10 — 2SN WSS
\ J )

* |ssues with this idea:
= O(N) parameters
= Not applicable to graphs of different sizes
= Not invariant to node ordering

46
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Graph neural networks

= |ntuition:

= Each node’s neighborhood defines a
computational graph

= (Generate node embeddings based on local
network neighborhoods

= Neighborhood aggregation:

Neural networks —>
TARGET NODE \ .4‘

INPUT GRAPH ‘.‘ ----------------- . X4
= Model can be of arbitrary depth Layer 1
= Nodes have embeddings at each layer Layer O

= Layer O embedding of node u is its input features X,

= Basic neighborhood aggregation approach (i.e. ): Average information
from neighbors and apply a neural network
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Basic approach

Graph Regularization, Graph
e.g., dropout convolutions

J Activation
function

Initial O-th layer embeddings .
— are equal to node features Prévious layer
embedding of v

h" = +Byhf ] vEe{1,.. K}
Zy = hff \Average of neighbor’s

previous layer embeddings
\ Embedding after K Non-linearity
layers of neighborhood  (e.g., RelU)
aggregation
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Basic approach

Graph Regularization, Graph
convolutions e.g., dropout convolutions

éobe
Activation
function
L I B |

trainable weight matrices
ho — X, (| e., what we learn)

T

h =o . Z hk : +.h’c L, veke{1,.. K}
uEN(U)
Z, = h"

\ We can feed these into any loss function and run
stochastic gradient descent to train the weight parameters
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Application: Prioritize drug comlbos

=  Combinatorial explosion °
= >13 million possible combinations of 2 drugs = I’
= >20 billion possible combinations of 3 drugs s -
=  Non-linear & non-additive interactions o/ N 9

= Different effect than the additive effect of individual drugs

=  Small subsets of patients
= Side effects are interdependent . + ’ * . .

= No info on drug combinations not yet used in patients

E.g., Specific type of drug-
drug interaction ()

;i Edgetypei

T-
3 A O A Node types

E.g., protein-protein interaction (rs)

Modeling Polypharmacy Side Effects with Graph Convolutional Networks, Bioinformatics, 2018 o
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Polypharmacy dataset

A Drug © Protein
r1 Gastrointestinal bleed side effect A—@ Drug-protein interaction
2 Bradycardia side effect ©—O Protein-protein interaction

= Molecular, drug, and patient data for all drugs prescribed in US

= 4,651,131 drug-drug edges: Patient data from adverse event system
tested for confounders [FDA]

= 18,596 drug-protein edges

= 719,402 protein-protein edges: Physical, metabolic enzyme-coupled,

and signaling interactions

= Drug and protein features: drugs’ chemical structure, proteins’
membership in pathways

= Gives multimodal network with over 5 million edges separated
into 1,000 different edge types

Modeling Polypharmacy Side Effects with Graph Convolutional Networks, Bioinformatics, 2018
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Experimental setup

A Drug © Protein
r1 Gastrointestinal bleed side effect A—@ Drug-protein interaction
2 Bradycardia side effect ©—O Protein-protein interaction

= [wo main stages:
1. Learn an embedding for every node in polypharmacy network

2. Predict a score for every drug-drug, drug-protein, protein-
protein pair in the test set based on the embeddings

Simvastatin

1
'? r2 (breakdown of muscle tissue)
I}

Example: How likely will

iorof : Simvastatin and Ciprofloxacin,
Ciprofioxacin when taken together, break
down muscle tissue?

Modeling Polypharmacy Side Effects with Graph Convolutional Networks, Bioinformatics, 2018 o
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Time for a poll question about...

GRAPH NEURAL
NETWORKS

1. Which of the following are false albout graph
neural networks? Select many
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Poll Question

Which of the following are false about graph neural
networks”? Select many

Requires an encoder

Not invariant to node ordering

Can be of arbitrary depth

Not applicable to graphs of different sizes

B~ wh =
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Poll Question

Which of the following are false about graph neural
networks”? Select many

Requires an encoder

Not invariant to node ordering

Can be of arbitrary depth

Not applicable to graphs of different sizes

B~ wh =
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Molecular graphs and structures (xyz coordinates)
are fundamental features in molecules

Often these are converted into molecular
descriptors or some other representations

I/

[o[o[aTo[a o o[ o[ o]

Why is that? Why can we not work with the data
directly?
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llustrative example (1/2)

= Let’s say we have a butane molecule and would like to predict
its potential energy from its position. We could train a linear

model E that predicts energy:
E=XW+b

where X is 14 (atoms) X 3 (xyz coordinates) matrix containing
positions and W, b are trainable parameters

= Now what if we translate all the coordinates by —10:

X—-10W+b=X+b —10|IW|

= We know the energy should not change if we translate all the
coordinates equally — the molecule is not changing
conformations

= However, our linear regression will change by —10|W |

= We have accidentally made our model sensitive to the origin of
our coordinate system, which is not physical. This
s translational variance — the model changes when we
translate the coordinates

Ch. 9 in Deep learning for molecules and materials, 2022
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llustrative example (2/2)

= Consider another example from our butane molecule.
What | |

JEN: Take-away message: \We want models  ojffel¥s
fale predicting potential energy of molecules

= Ho from their position to be insensitive to the N

we translation and rotation of molecular ergy
will coordinated — namely, they should be

= Thi permutation mv_arlan_t and translationally es if
wWe invariant.
Knd

ordering of the atoms

Ch. 9 in Deep learning for molecules and materials, 2022
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Methods so far presented in Tutorial

= Method presented so far: Neural networks that
process input data in a way that is invariant to node
and edge permutations

= Next: Neural networks that process input data in a
way that is sensitive to some type of transformations
» Equivariant neural networks!

= Permutation equivariant: If you rearrange the order of
atoms, the output changes in the same way

= Translationally equivariant: If you translate the input to a
neural network the output will be translated in the same

way
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—xample of rotational equivariance

Equivariant to rotation
means that rotation of

outputs.

input features results in
an equivalent rotation of ¢ ¢

Example of rotation equivariance on a graph with a
graph neural network ¢
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—quivariant neural networks

= Equivariant neural networks are part of a broader
topic of geometric deep learning, which is learning
with data that has some underlying geometric
relationships

= Geometric deep learning is a broad-topic and includes the
“6Gs”: grids, groups, graphs, geodesics, and gauges

= [ypical nomenclature in current literature:

= Point clouds (gauges) = equivariant neural networks
= Graphs - graph neural networks
= Grids = convolutional neural networks

Highly-active research area, especially for
predicting energies, forces, protein docking,
and structures of molecules
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Why should | care about
equivariant neural networks?

Equivariant neural networks underly several
breakthroughs, including AlphaFold 2 for protein
structure prediction

) TeT4T4 Y High
confidence

‘ (Single repr. (rc)] —»

e

PreTeTe Evoformer S:,‘rgg:ﬁ;e
48 blocks)
Input sequence ( ) (8 blocks)
: : el 2 i 3D strijcture
representation’ e representation | ——p
X7 r.r, (r.r.c)
\ _ -
Templates l \

_/\ « Recycling (three times) ]

Equivariant neural networks are receiving increasing interest
from the natural and medical sciences as they represent a
new tool for analyzing molecules and their properties
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Motivation: AlphaFold network (1/2)

= What drives accurate protein structure prediction?

= Novel neural architecture based on the evolutionary,
physical and geometric constraints of protein structures

" |nput:
= Primary AA sequence of a given protein I e A
= Aligned sequences of homologues Input sequence
= Qutput:

= Predicted 3D coordinates of all heavy
atoms in the protein

AlphaFold Experiment
r.m.s.d.g; = 2.2A; TM-score = 0.96

63



Towards Precision Medicine with Graph Representation Learning - bit.ly/biomedicalgml - ISMB 2022

Motivation: AlphaFold network (2/2)

= Structure module in the AlphaFold network:

= |t introduces an explicit 3D structure in the form of a rotation
and translation for each residue of the protein

= Representations are initialized in a trivial state with all
rotations set to the identity and all positions set to the origin

* Representations rapidly develop and refine a highly accurate
protein structure with precise atomic details

Equivariant
network

Evoformer
(48 blocks)

AT

Input sequence

< Recycling (three times) ]
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Problem definition

= Setup:
= Graph ¢ = (V,E) withnodes v; € V.and edges e;; € E
= |n addition to node embeddings h; € R% we also
consider a n-dimensional coordinate x; € R™ associated
with each node

= Goal:
= Model that will preserve equivariance to rotations and
translations on these set of coordinates x;

= Model that will preserve equivariance to permutations on
the set of nodes IV in the same fashion as GNNs

E(n) Equivariant Graph Neural Networks, ICML, 2021 .
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Approach: Equivariant GNN (EGNN)

= EGNN model has multiple neural layers

= |ayer [ is an equivariant graph convolutional layer:
= |nput:
= Set of node embeddings ht = {h},..., kY1)
= Coordinate embeddings x! = {x{,...,x}_1}
= Edge information E = (e;;)
= Qutput:
= Updated node embeddings ht*t = {nit?, ..., hiFL,

= Updated coordinate embeddings x!*1 = {x}t1, ..., xif Y

= Concisely: h't1, x!*1 = EGCL(RY, x4 E)

E(n) Equivariant Graph Neural Networks, ICML, 2021
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/\ Nrannlhe EGC Ay i
- A

. . Update coordinate embeddings: ggregate coordinate info: We choose
Main difference Update the position of each particle to aggregate coordinates according to
with the x; as a vector field in a radial the relative squared distance between
original GNN direction two coordinates
v %_

hi,h, [|x! — x|, ay;

x(Hh=x;+C ) (x} —x}) ¢, (mj;)
j#i

Aggregate node info: We choose to aggregate messages
sz from all other nodes j # i. Alternatively, we could limit the

message exchange to a given neighborhood j € N(i)
JF

mz-j

2
||

l Update node embeddings: It takes as input the
¢h h’l 3 m?, aggregated message, the node embedding from layer [

and outputs the updated node embedding at layer [ + 1

E(n) Equivariant Graph Neural Networks, ICML, 2021
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Recap: Equivariant neural network

o — = GNN
\ -+ Radial Field
we EGNN

0.06 \

0.05 A

0.04 -

MSE

0.03 1

0.02 -

0.01 A

Example of rotation equivariance on a
graph with a graph neural network ¢ 0.00

02 10 100
# samples
Mean Squared Error in the N-body experiment for
the Radial Field, GNN and EGNN methods when
sweeping over different amounts of training data
E(n) Equivariant Graph Neural Networks, ICML, 2021

@rertrt

Input sequence

AlphaFold Experiment
r.m.s.d.g; = 2.2A; TM-score = 0.96
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Time for a poll question about...

EQUIVARIANT NEURAL
NETWORKS

1. Which of the following are applicable to
equivariant neural networks? Select many
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Poll Question

Which of the following is true about neural networks
that preserve equivariance to rotations? Select many

They are

1.

2.
3.
4

..permutation invariant
..sensitive to rotation

.Translationally invariant
..sensitive to changes from the origin
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Poll Question

Which of the following is true about neural networks
that preserve equivariance to rotations? Select many

They are

1.

2.
3.
4

..permutation invariant
..Sensitive to rotation

.Translationally invariant
..sensitive to changes from the origin

7
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Thls Tutona\

v’ 1. Methods: Network diffusion, shallow
network embeddings, graph neural
networks, equivariant neural networks

2. Applications: Fundamental biological
discoveries and precision medicine

3. Hands-on exercises: Demos,
implementation details, tools, and tips
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Resources

= Books & survey papers

= William Hamilton, Graph Representation Learning
(morganclaypool.com/doi/albs/10.2200/S501045ED1V01Y202009AIM0O46)

= Lietal., Graph Representation Learning for Biomedicine
(arxiv.org/abs/2104.04883)

= Keynotes & seminars

= Michael Bronstein, “Geometric Deep Learning: The Erlangen Programme of
ML” (ICLR 2021 keynote) (youtube.com/watch?v=w6Pw4MOzMuo)

» Broad Institute Models, Inference & Algorithms: Actionable machine learning

for drug discovery; Primer on graph representation learning
(youtube.com/watch?v=9YpTYdruORQg)

= Stanford University (CS224W Lecture): Graph neural networks in
computational biology (youtube.com/watch?v=_hy9AgZxhbQ)

= Al Cures Drug Discovery Conference (youtube.com/watch?v=wNXSkISMTw8)

= Conferences & summer schools
=  |London Geometry and Machine Learning Summer School (logml.ai)
= |earning on Graphs Conference (logconference.github.io)
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Resources

= Software & packages
= PyTorch Geometric
=  NetworkX
=  Stanford Network Analysis Platform (SNAP)

= Tutorials & code bases

»  Pytorch Geometric Colab Notebooks (pytorch-
geometric.readthedocs.io/en/latest/notes/colabs.html)

= Zitnik Lab Graph ML Tutorials (github.com/mims-harvard/graphml-tutorials)
= Stanford University’s CS224 (web.stanford.edu/class/cs224w)

= Datasets

» Precision Medicine Oriented Knowledge Graph (PrimeKG)
(zitniklab.hms.harvard.edu/projects/PrimeKG)

= Therapeutic Data Commons (TDC) (tdcommons.ai)
= BioSNARP (snap.stanford.edu/biodata/)
= Open Graph Benchmark (OGB) (ogb.stanford.edu)
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